
 

 Abstract— Remote gaze estimation systems use calibration 
procedures to estimate subject-specific parameters that are 
needed for the calculation of the point-of-gaze. In these 
procedures, subjects are required to fixate on a specific point 
or points at specific time instances. Advanced remote gaze 
estimation systems can estimate the optical axis of the eye 
without any personal calibration procedure, but use a single 
calibration point to estimate the angle between the optical axis 
and the visual axis (line-of-sight). This paper presents a novel 
automatic calibration procedure that does not require active 
user participation. To estimate the angles between the optical 
and visual axes of each eye, this procedure minimizes the 
distance between the intersections of the visual axes of the left 
and right eyes with the surface of a display while subjects look 
naturally at the display (e.g., watching a video clip). Simulation 
results demonstrate that the performance of the algorithm 
improves as the range of viewing angles increases. For a 
subject sitting 75 cm in front of an 80 cm x 60 cm display (40” 
TV) the standard deviation of the error in the estimation of the 
angles between the optical and visual axes is 0.5°.  
 

Index Terms—Remote gaze estimation, calibration. 

I. INTRODUCTION 
HE point-of-gaze (PoG) is the point within the visual 
field that is imaged on the highest acuity region of the 
retina that is known as the fovea. Systems that estimate 

the PoG are used in a large variety of applications [1] such 
as studies of emotional and cognitive processes [2], [3], 
driver behavior [4], marketing and advertising [5], pilot 
training [6], ergonomics [7] and human-computer interfaces 
[8].  

All gaze estimation systems use calibration procedures to 
estimate subject-specific parameters that are needed for the 
calculation of the PoG. In these procedures, subjects are 
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required to fixate on specific points at specific time 
instances. One of the most important goals in the field of 
gaze tracking technology is to estimate human PoG without 
calibration procedures that require active user participation. 

 Remote eye-gaze tracking (REGT) systems that use a 
stereo pair of video cameras can estimate the center of 
curvature of the cornea and the optical axis of the eye 
without any user calibration [9]-[11]. However, since human 
gaze is directed along the visual axis [12], [13], a one-point 
user-calibration procedure is still required for the estimation 
of the angle between the optical and visual axes. This paper 
describes a new methodology to estimate the 3-D angle 
between the optical and visual axes of the eye. This 
methodology does not require subjects to fixate on specific 
calibration points. Instead, it relies on the fact that when 
subjects look naturally at a display the visual axes of their 
eyes intersect on the surface of the display.  

 The next section presents the algorithm for the automatic 
estimation of the subject-specific angles between the optical 
and visual axes. Section III presents simulation results and 
the conclusions are presented in Section IV. 

II. AUTOMATIC CALIBRATION METHODOLOGY 

A. Model 
Fig. 1 presents a simplified schematic diagram of the eye. 

The line connecting the center of curvature of the cornea 
with the center of the pupil defines the optical axis. The line 
connecting the center of the fovea with the center of 
curvature of the cornea defines the visual axis or the line-of-
sight. The average magnitude of the angle between the 
optical and visual axes is 5°. This angle has both horizontal 
(nasal) and vertical components, which exhibit considerable 
inter-personal variation [13].  

To develop an algorithm that estimates the angle between 
the optical and visual axes, two coordinate systems are 
defined. The first coordinate system is a stationary right-
handed Cartesian World Coordinate System (WCS) with the 
origin at the center of the display, the Xw-axis in the 
horizontal direction, the Yw-axis in the vertical direction and 
the Zw-axis perpendicular to the display (see Fig. 1).  The 
second coordinate system is a non-stationary right-handed 
Cartesian Eye Coordinate System (ECS), which is attached 
to the eye, with the origin at the center of curvature of the 
cornea, the Zeye axis that coincides with the optical axis of 
the eye and Xeye and Yeye axes that, in the primary gaze 
position [13], are in the horizontal and vertical directions, 
respectively. The Xeye-Yeye plane rotates according to 
Listing’s law [13] around the Zeye axis for different gaze 
directions.  
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In the ECS, the unknown 3-D angle between the optical 
and the visual axes of the eye can be expressed by the 
horizontal1, α, and vertical2, β, components of this angle 
(see Fig. 1). The unit vector in the direction of the visual 
axis with respect to the ECS, ECSν , is then expressed as 

ECS

sin( ) cos( )
( , ) sin( )

cos( ) cos( )

α β
α β β

α β

−⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

ν  . (1) 

The unit vector in the direction of the visual axis with 
respect to the WCS, ν , can be expressed as  

ECS( , ) ( , )α β α β=ν R ν   (2) 

where R is the rotation matrix from the ECS to the WCS 
(independent of α and β), which can be readily calculated 
from the orientation of the optical axis of the eye and 
Listing’s law [13].  

 Because the visual axis goes through the center of 
curvature of the cornea, c, and the PoG is defined by the 
intersection of the visual axis with the display (Zw = 0), the 
PoG in the WCS is given by 

ECS( , ) ( , ) ( , ) ( , ) ( , )k kα β α β α β α β α β= + = +g c ν c R ν  (3)  

with  

( , )
( , )

k α β
α β

•= −
•

c n
ν n
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where n = [0 0 1]T is the normal to the display surface and 
“T” denotes transpose. 

                                                           
1 The angle between the projection of the visual axis on the Xeye-Zeye 

plane and the Zeye axis. It is equal to 90° if the visual axis is in the –Xeye 
direction. 

2 The angle between the visual axis and its projection on the Xeye-Zeye 
plane. It is equal to 90° if the visual axis is in the +Yeye direction. 

Note that since REGT systems that use a stereo pair of 
video cameras can estimate the center of curvature of the 
cornea and the optical axis of the eye without any user 
calibration [9]-[11], both c and R are known.   

B. Automatic Calibration Algorithm 
Throughout this subsection, the superscripts “L” and “R” 

are used to denote parameters of the left and right eyes, 
respectively.  

The proposed automatic calibration algorithm for the 
estimation of αL, βL, αR and βR

 is based on the fact that at 
each time instant the visual axes of both eyes intersect on 
the surface of the display. The unknown angles αL, βL, αR 
and βR

 can be estimated by minimizing the distance between 
the intersections of the left and right visual axes with that 
surface (left and right PoGs).  

The objective function to be minimized is then  
2L L R R L L L R R R

2
( , , , ) ( , ) ( , )i i

i
F α β α β α β α β= −∑ g g  (5) 

where the subscript i identifies the i-th gaze sample.  
The above objective function is non-linear, and thus a 

numerical optimization procedure is required to solve for 
the unknown angles αL, βL, αR and βR. However, since the 
deviations of the unknown angles αL, βL, αR and βR

 from the 
expected ‘average’ values L

0α , L
0β , R

0α  and R
0β  are 

relatively small, a linear approximation of (3) can be 
obtained by using the first three terms of its Taylor’s series 
expansion:  
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Let  

 
Fig. 1.  Simplified schematics of the eye. The optical axis of the eye connects the center of the pupil with the center of curvature of the cornea. Gaze is
directed along the visual axis, which connects the center of the region of highest acuity of the retina (fovea) with the center of curvature of the cornea.  
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Using the above linear approximations, the sum of the 
squared distances between the left and right PoGs in the 
objective function (5) can be expressed as 

2L L R R

2
( , , , ) i i

i
F α β α β = +∑ M x y  (14)  

where L L R R
i i i i i⎡ ⎤= − −⎣ ⎦M a b a b  is a 3x4 matrix, 

L R
0, 0,i i i= −y g g  is a 3x1 vector and 

L L L L R R R R
0 0 0 0( ) ( ) ( ) ( )

T
α α β β α α β β⎡ ⎤= − − − −⎣ ⎦x  is a 

4x1 vector of unknown angles. The subscript “i” is used to 
explicitly indicate the correspondence to the specific time 
instance “i” or i-th gaze sample. 

The solution to (14) can be obtained in closed-form using 
least squares as 

1
opt ( )T T−= −x M M M y  (15)         

where the optimization over several time instances is 
achieved by stacking the matrices on top of each other: 
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Finally, the estimates of the subject-specific angles is 
given by 

L L R R L L R R
0 0 0 0 opt

ˆ ˆˆ ˆ
T T

α β α β α β α β⎡ ⎤ ⎡ ⎤= +⎣ ⎦⎣ ⎦ x . (17) 

Since the objective function (14) is a linear approximation 
of the objective function (5), several iterations of (7)-(17) 
might be needed to converge to the true minimum of the 
objective function (5). In the first iteration, L

0α , L
0β , R

0α  
and R

0β  are set to zero. In subsequent iterations, L
0α , L

0β , 
R
0α  and R

0β  are set to the values of Lα̂ , Lβ̂ , Rα̂  and Rβ̂  
from the preceding iteration. 

The above methodology to estimate the angle between the 
optical and visual axes is suitable for “on-line” estimation as 
a new matrix Mi is added to M for each new estimate of the 
centers of curvature of the corneas and optical axes that are 
provided by the REGT.    

III. NUMERICAL SIMULATIONS 
The numerical simulations use system parameters 

(position of light sources and camera parameters) that are 
similar to the parameters of the two-camera REGT system 
described in [11].  The eye parameters are as follows: inter-
pupillary distance = 60 mm; radius of curvature of the 
cornea = 7.8 mm; pupil radius = 4 mm; distance between the 
center of the pupil and the center of curvature of the cornea 
= 4.5 mm.  

For the simulations, the position of the center of curvature 
of the cornea of the subject’s right eye, cR, was randomly 
selected from a uniform distribution in a 10 cm3 volume 
around the point [30 0 750]T (i.e., 750 mm from the display 
surface) while the center of curvature of the cornea of the 
subject’s left eye, cL, was positioned at cR – [60 0 0]T  (i.e., 
60 mm to the left of cR). The subject-specific angles 
between the optical and visual axes were randomly drawn 
for each simulation from the uniform distribution in the 
range of (-5, 0) for αR, (0, 5) for αL and (-5, 5) for βR and βL. 
The PoGs were randomly drawn from a uniform distribution 
over the display surface, which was defined as the plane 
Zw = 0. 

For each eye position and PoG, the pupil boundary and 
the corneal reflections were first reconstructed in the WCS 
and then projected onto the image planes of the two cameras 
of the REGT system. White Gaussian noise with a standard 
deviation of 0.1 pixels was then added to the coordinates of 
the projected features and the results were used to estimate 
the centers of curvature of the corneas and the optical axes 
of the two eyes. By following this procedure, the estimates 
of the positions of the centers of curvature of the corneas 
and the orientations of the optical axes of the two eyes 
exhibit similar noise and bias characteristics as the estimates 
of the remote two-camera system [11]. 

The proposed automatic calibration algorithm was 
implemented in MATLAB®. The reconstructed centers of 
curvature of the corneas and optical axes were used as 
inputs to the algorithm, which was used in an “on-line” 
mode, that is, at each iteration step a new PoG was added 
for the estimation of the angles between the optical and 
visual axes. The initial guess for each subject-specific angle 
was always zero. The first update of the algorithm was done 
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       (a)                  (b) 
Fig. 2.  Estimation results with an 80 cm x 60 cm display. (a) Estimated subject-specific angles; (b) Root-Mean-Square Error (RMSE) of PoG estimation
(top) and Left PoG - Right PoG distance (bottom). 
 
after 100 PoGs were accumulated to prevent large 
fluctuations during start-up when only few PoGs are 
available.  

Fig. 2 shows a typical simulation result where the subject 
looked at 1000 points on an 80 cm x 60 cm display 
(approximately the viewing area of a 40” monitor).  As it 
can be seen from Fig. 2(a), the solution converged to the 
true values of αL, βL, αR and βR. The objective function was 
effectively minimized (Fig. 2 (b), bottom) after the first 100 
iterations. However, the left and right PoGs continued to 
drift, simultaneously, around the true PoG locations until the 
true values of αL, βL, αR and βR were obtained (Fig. 2 (b), 
top). 

Table I shows the means and standard deviations of the 
estimation errors for the horizontal, α, and, vertical, β, 
components of the angle between the optical and visual axes 
for three different display sizes (20”, 30” and 40”).  Each 
entry in the table is based on 100 simulations. Table I shows 
that as the range of viewing angles increases with the size of 
the display, the standard deviation of the error decreases.  
When the range of viewing angles is larger than ±28 degrees 
horizontally and ±22 degrees vertically, the standard 
deviation of the error in the estimation of the the subject-
specific angles between the optical and visual axes is 0.5°. 

IV. CONCLUSIONS 
This paper describes an automatic procedure for the 

estimation of the angle between the optical and visual axes 
while subjects look naturally at a display. The estimation 
errors are directly affected by the accuracy of the REGT 
system. For example, with a REGT system that generates 
“error-free” estimates of the centers of curvature of the 

corneas and optical axes, the error in the estimation of the 
angle between the optical and visual axis will be zero even 
with small displays. When the proposed algorithm is 
integrated with the state-of-the-art REGT system [11], the 
combined system can estimate human PoG without 
calibration procedures that require active user participation.   
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TABLE I 
ESTIMATION ERROR 

Monitor Size αL, αR βL, βR 
40 cm x 30 cm -0.1 ± 0.61 0.1 ± 0.55 
60 cm x 45 cm  0.0 ± 0.33 0.0 ± 0.45 
80 cm x 60 cm  0.0 ± 0.32 0.0 ± 0.38 

Mean and standard deviation of the error in the estimation of the 
subject-specific angles for different display sizes. 
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