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An Automatic Personal Calibration Procedure
for Advanced Gaze Estimation Systems

Dmitri Model*, Student Member, IEEE, and Moshe Eizenman

Abstract—Gaze estimation systems use calibration procedures
to estimate subject-specific parameters that are needed for the
calculation of the point-of-gaze. In these procedures, subjects are
required to fixate on a specific point or points in space at specific
time instances. Advanced remote gaze estimation systems can es-
timate the optical axis of the eye without any personal calibration
procedure, but use a single calibration point to estimate the angle
between the optical axis and the visual axis (line-of-gaze). This pa-
per presents a novel calibration procedure that does not require
active user participation. To estimate the angles between the optical
and visual axes of each eye, this procedure minimizes the distance
between the intersections of the visual axes of the left and right
eyes with one or more observation surfaces (displays) while sub-
jects look naturally at these displays (e.g., watching a video clip).
Theoretical analysis and computer simulations show that the per-
formance of the proposed procedure improves when the range of
angles between the visual axes and vectors normal to the observa-
tion surfaces increases. Experiments with four subjects show that
the subject-specific angles between the optical and visual axes can
be estimated with an rms error of 0.5◦.

Index Terms—Calibration free, optical axis, personal calibra-
tion, point-of-gaze (PoG), remote gaze estimation, visual axis.

I. INTRODUCTION

THE POINT-OF-GAZE (PoG) is the point within the visual
field that is imaged on the highest acuity region of the

retina, known as fovea. Eye gaze tracking (EGT) systems that
estimate PoG are used in a large variety of applications, such as
studies of cognitive processes [1], driver behavior [2], psychol-
ogy and psychiatry [3], [4], marketing and advertising [5], pilot
training [6], and human–computer interfaces [7], [8].

All EGT systems use personal calibration procedures to esti-
mate subject-specific parameters that are needed for the calcu-
lation of the PoG. During these calibration procedures, subjects
are required to fixate on a specific point or points in space at
specific time instances. EGT systems that do not use physio-
logical model of the eye, use calibration procedures with mul-
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tiple calibration points [9] to determine subject-specific map-
pings between locations of eye features (such as pupil center,
corneal reflections, etc.) to gaze locations on the observation
surface [10]. Systems that employ model of the eye to estimate
PoG [11]–[13] use calibration procedures to estimate subject-
specific eye-model parameters. As was shown in [14] and [15],
a system that uses a stereo pair of video cameras could esti-
mate the center of curvature of the cornea and the optical axis
of the eye without any user calibration. However, since human
gaze is not directed along the optical axis, but rather along the
visual axis [16], a one-point calibration procedure is still re-
quired for the estimation of the angle between the optical and
visual axes. During this calibration procedure, the subject is re-
quired to look at a calibration point so that its image will fall on
the fovea. However, in some applications, such as covert mon-
itoring or studies with young children or mentally challenged
subjects, it is impossible to reliably perform even a one-point
calibration routine. Therefore, one of the most important goals
in the field of gaze-tracking technology is to estimate human
PoG without calibration procedures that require active user par-
ticipation.

This paper describes a new methodology to estimate the
3-D angle between the optical and visual axes of the eye. This
methodology does not require subjects to fixate on any specific
calibration point(s). Instead, it relies on the assumption that the
visual axes of both eyes intersect on an observation surface and
uses this constraint to calculate the subject-specific angles be-
tween the optical and visual axes [17], [18]. This assumption
holds true for the vast majority of subjects and viewing con-
ditions, but can be violated for certain group of patients (e.g.,
patients with strabismus).

The paper is organized as follows. The next section describes
the algorithm for the estimation of subject-specific angles be-
tween the optical and visual axes. The properties of the proposed
algorithm are discussed in Section III. Section IV presents both
simulation and experimental results. Finally, conclusions are
presented in Section V.

II. AUTOMATIC CALIBRATION METHODOLOGY

A. Model

Fig. 1 presents a simplified schematic diagram of the eye [12].
The line connecting the center of curvature of the cornea with
the center of the pupil defines the optical axis. The line connect-
ing the center of the fovea with the center of curvature of the
cornea defines the visual axis or the line-of-gaze. The average
magnitude of the angle between the optical and visual axes is 5◦.
This angle has both horizontal (nasal) and vertical components,
which exhibit considerable interpersonal variation [16].

0018-9294/$26.00 © 2010 IEEE
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Fig. 1. Simplified schematic diagram of the eye (not to scale). The optical axis of the eye connects the center of the pupil with the center of curvature of the
cornea. Gaze is directed along the visual axis, which connects the center of the region of highest acuity of the retina (fovea) with the center of curvature of the
cornea.

To develop an algorithm that estimates the angle between the
optical and visual axes, two coordinate systems are defined. The
first coordinate system is a stationary right-handed Cartesian
World Coordinate System (WCS) with the origin at the center
of the main display, the Xw -axis in the horizontal direction, the
Yw -axis in the vertical direction, and the Zw -axis perpendicular
to the display (see Fig. 1). The second coordinate system is a
nonstationary right-handed Cartesian Eye Coordinate System
(ECS), which is attached to the eye, with the origin at the center
of curvature of the cornea, the Zeye-axis that coincides with
the optical axis of the eye, and Xeye and Yeye axes that, in
the primary gaze position, are in the horizontal and vertical
directions, respectively. The Xeye–Yeye plane rotates according
to Listing’s law [19] around the Zeye-axis for different gaze
directions.

In the ECS, the unknown 3-D angle between the optical and
the visual axes of the eye can be expressed by the horizontal1,
α, and vertical2, β, components of this angle (see Fig. 1). The
unit vector in the direction of the visual axis with respect to the
ECS, νECS is then expressed as follows:

νECS(α, β) =



− sin(α) cos(β)

sin(β)
cos(α) cos(β)


 . (1)

The unit vector in the direction of the visual axis with respect
to the WCS, ν, can be expressed as follows:

ν(α, β) = RνECS(α, β) (2)

1The angle between the projection of the visual axis on the Xeye –Zeye plane
and the Zeye axis. It is equal to 90◦ if the visual axis is in the −Xeye direction.

2The angle between the visual axis and its projection on the Xeye –Zeye
plane. It is equal to 90◦ if the visual axis is in the +Yeye direction.

where R is the rotation matrix from the ECS to the WCS (inde-
pendent of α and β), which can be readily calculated from the
orientation of the optical axis of the eye and Listing’s law [19].

Because the visual axis goes through the center of curvature
of the cornea c, the PoG (Ψ) in the WCS is given by

Ψ(α, β) = c + k(α, β)ν(α, β) = c + k(α, β)RνECS(α, β)
(3)

where k is a line parameter defined by the intersection of the
visual axis with the observation surface. For example, if the
observation surface is a plane defined by {x|n · x + h = 0},
then k (α, β) will be given by

k (α, β) = − h + n · c
n · ν (α, β)

(4)

where n is the normal to the display surface.
Note that since EGT systems that use a stereo pair of video

cameras can estimate the center of curvature of the cornea and
the optical axis of the eye without any user calibration [12],
[15], [20], c and R are known.

B. Automatic Calibration Algorithm

The proposed automatic calibration algorithm for the estima-
tion of αL , βL , αR , and βR is based on the assumption that, at
each time instant, the visual axes of both eyes intersect on the
surface of an observation surface (display). The superscripts “L”
and “R” are used to denote parameters of the left and right eyes,
respectively. The unknown angles αL , βL , αR , and βR can be
estimated by minimizing the distance between the intersections
of the left and right visual axes with that surface (left and right
PoGs).
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The objective function to be minimized is then

F (αL , βL , αR , βR) =
∑

i

∥∥ΨL
i (αL , βL) − ΨR

i (αR , βR)
∥∥2

2

(5)
where the subscript i identifies the ith gaze sample.

The aforementioned objective function is nonlinear, and thus,
a numerical optimization procedure is required to solve for the
unknown angles αL , βL , αR , and βR . However, since the de-
viations of the unknown angles αL , βL , αR , and βR from the
expected “average” values αL

0 , βL
0 , αR

0 , and βR
0 are relatively

small, respectively, a linear approximation of (3) can be obtained
by using the first three terms of its Taylor’s series expansion

Ψ(α, β) ≈ Ψ(α0 , β0) +
∂Ψ(α, β)

∂α

∣∣∣∣
α0 ,β0

(α − α0)

+
∂Ψ(α, β)

∂β

∣∣∣∣
α0 ,β0

(β − β0). (6)

Let

Ψ0 = Ψ(α0 , β0) = c + k0ν0 (7)

where ν0 = ν(α0 , β0) and k0 = k(α0 , β0).
Then, using (3)

a =
∂Ψ(α, β)

∂α

∣∣∣∣
α0 ,β0

= kαν0 + k0να (8)

b =
∂Ψ(α, β)

∂β

∣∣∣∣
α0 ,β0

= kβ ν0 + k0νβ (9)

where from (1) and (2)

να =
∂ν(α, β)

∂α

∣∣∣∣
α0 ,β0

= R



− cos(α0) cos(β0)

0
− sin(α0) cos(β0)


 (10)

νβ =
∂ν(α, β)

∂β

∣∣∣∣
α0 ,β0

= R




sin(α0) sin(β0)
cos(β0)

− cos(α0) sin(β0)


 (11)

and, from (4)

kα =
∂k(α, β)

∂α

∣∣∣∣
α0 ,β0

= −k0
να · n
ν0 · n

(12)

kβ =
∂k(α, β)

∂β

∣∣∣∣
α0 ,β0

= −k0
νβ · n
ν0 · n

. (13)

Using the aforementioned linear approximations, the sum of
the squared distances between the left and right PoGs in the
objective function (5) can be expressed as follows:

F (αL , βL , αR , βR) =
∑

i

‖Mix + yi‖2
2 (14)

where Mi = [aL
i bL

i −aR
i −bR

i ] is a 3 × 4 matrix, yi =
ΨL

0,i − ΨR
0,i is a 3 × 1 vector, and x = [(αL − αL

0 )
(βL − βL

0 ) (αR − αR
0 ) (βR − βR

0 )]T is a 4 × 1 vector of
unknown angles (“T ” denotes transpose). The subscript “i” is

used to explicitly indicate the correspondence to the specific
time instance “i” or ith gaze sample.

The solution to (14) can be obtained in a closed form using
least squares as follows:

xopt = −(MT M)−1MT y (15)

where the optimization over several time instances is achieved
by stacking the matrices on top of each other as follows:

M =




M1

M2
...

MN


 , y =




y1

y2
...

yN


 . (16)

Finally, the estimates of the subject-specific angles is given
by

[ α̂L β̂L α̂R β̂R ]T = [αL
0 βL

0 αR
0 βR

0 ]T + xopt .
(17)

Since the objective function (14) is a linear approximation of
the objective function (5), several iterations of (7)–(17) might
be needed to converge to the true minimum of the objective
function (5). In the first iteration, αL

0 , βL
0 , αR

0 , and βR
0 are set to

zero. In subsequent iterations, αL
0 , βL

0 , αR
0 , and βR

0 are set to the
values of α̂L , β̂L , α̂R , and β̂R , respectively, from the preceding
iteration.

The aforementioned methodology to estimate the angle be-
tween the optical and visual axes is suitable for “online” estima-
tion, as a new matrix Mi is added to M and a new vector yi is
added to y for each new estimate of the centers of curvature of
the corneas and the optical axes that are provided by the EGT.

III. PROPERTIES OF OBJECTIVE FUNCTION

In a noise-free case (i.e.,c andR are noise-free), the minimum
of the objective function (5) is achieved when

ΨR
i (αR , βR) = ΨL

i (αL , βL) ∀i. (18)

In this case, two PoGs on the observation surface are sufficient
to estimate the four unknown angles. However, when the algo-
rithm uses estimates of the centers of curvature of the corneas
and estimates of the optical axes that include noise, more than
two PoGs are required for a stable solution. Moreover, the per-
formance of the algorithm depends on the spatial distribution of
these PoGs. To simplify the analysis, (18) can be interpreted as
an implicit definition of (αR , βR), as a function of (αL , βL)

αR = fi(αL , βL) (19)

βR = gi(αL , βL). (20)

The solution (α̂R , α̂L , β̂R , β̂L) is determined by the intersec-
tion of 3-D surfaces3 fi and gi for all gaze points (i = 1, . . ., N ).
In general, the range of angles between the surfaces at the point
of intersection determines the stability of the solution (i.e., when

3Equations (19) and (20) give rise to parametric surfaces (αL , βL ,
fi (αL , βL )) and (αL , βL , gi (αL , βL )), respectively. These surfaces are re-
ferred to as fi and gi .
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Fig. 2. (a) (Top) Subject looks at a observation surface (a plane Z = 0). νL and νR are vectors in the direction of the line-of-gaze of the left and right eyes,
respectively. n is the normal to the plane. ∆x is the horizontal separation between to eyes. (b) Plot of fi (αL , βL ) for two PoGs: p1 = [−10, 0, 0]T and p2 =
[10, 0, 0], which lie on a plane Z = 0 in the WCS. (c) Plot of two cross sections: fi (αL , βL = β̂L ), i = 1, 2.

the range of all the angles between the surfaces is small, all sur-
faces are approximately parallel to each other and the solution
is susceptible to noise). The purpose of the following analysis is
to define the parameters that affect the range of angles between
the surfaces fi , i = 1, . . ., N and gi , i = 1, . . ., N , at the solution
point.

The angle between two surfaces fi and fj at the solution
(α̂L , β̂L) is given by

cos−1
(

∇fi · ∇fj

‖∇fi‖2 ‖∇fj‖2

)
(21)

where ∇fi =
(
∂fi

/
∂αL , ∂fi

/
∂βL ,−1

)
. By substituting f

with g, one can obtain a similar expression for the angle be-
tween surfaces gi and gj .

By using (7)–(11) and employing the implicit derivation
of (18) with respect to αL and βL , the partial derivatives
∂αR

/
∂αL = ∂f

/
∂αL , ∂αR

/
∂βL = ∂f

/
∂βL , ∂βR

/
∂αL =

∂g
/
∂αL , and ∂βR

/
∂βL = ∂g

/
∂βL can be calculated by the

following two equations:

kL
ανL + kLνL

α = kR
α νR ∂αR

∂αL + kRνR
α

∂αR

∂αL + kR
β νR ∂βR

∂αL

+ kRνR
β

∂βR

∂αL (22)

kL
β νL + kLνL

β = kR
α νR ∂αR

∂βL + kRνR
α

∂αR

∂βL + kR
β νR ∂βR

∂βL

+ kRνR
β

∂βR

∂βL . (23)

The angles between two surfaces can be calculated by substi-
tuting the estimated partial derivatives into (21).

To study parameters that affect the angles between surfaces
fi and fj , we will make use of several examples. In the first
example, a subject is sitting 75 cm in front of an observation
surface [a plane at Z = 0, Fig. 2(a)], while looking at two

arbitrary points, say, p1 = [−10, 0, 0]T and p2 = [10, 0, 0]T .4

Fig. 2(b) shows the two surfaces f1 and f2 that correspond to
these point, and Fig. 2(c) shows a cross section of the functions
f1 and f2 at βL = β̂L . Fig. 2(c) demonstrates clearly, that even
though the two curves intersect at αL = α̂L , the angle between
the two surfaces at the solution is relatively small (1.2◦). The
analysis of this example in the Appendix provides close-form
expressions for the partial derivatives of each surface at the
solution point. The partial derivatives of f are given by

∂αR

∂αL =
∂f

∂αL = 1 − ∆x

k

n · να

n · ν (24)

∂αR

∂βL =
∂f

∂βL = −∆x

k

n · νβ

n · ν . (25)

Equations (24) and (25) show that the partial derivatives
∂αR/∂αL and ∂αR/∂βL depend on the following parameters:
1) the distance between two eyes, ∆x = ‖cR − cL‖2 ; 2) the
line parameter k [defined in (4)]; 3) the angle between the
normal to the observation surface at the PoG n and the gaze
direction ν; and 4) the angle between the normal to the obser-
vation surface n and the derivative of the gaze direction να , in
(24) or νβ , in (25). For the aforementioned example [configu-
ration described in Fig. 2(a)], n = [0 0 1 ]T , ν ≈ [ 0 0 −1 ]T ,
να ≈ [ 1 0 0 ]T , and νβ ≈ [ 0 1 0 ]T , so that (∂αR

/
∂αL) ≈ 1

and (∂αR
/
∂βL) ≈ 0 for both p1 and p2 . Note that since the

partial derivatives in (24) and (25) are similar for the two points,
the angle between the two surfaces will be relatively small.

Based on (24), larger differences between ∂f1/∂αL and
∂f2/∂αL can be achieved if the normal to the observation sur-
faces ni and the derivative of the gaze direction να,i are at
larger angles to each other and if the inner products n1 · να,1
and n2 · να,2 have different signs. This situation can be realized
if the same two PoGs p1 and p2 are on two different observation
planes with different orientations, say, Z − X − 10 = 0 and

4All coordinates in this paper are specified in centimetres.
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Fig. 3. (a) (Top) Subject look at a surface consisting of two planes with
normals n1 and n2 . ν1 is the direction of gaze toward p1 , while ν2 is the
direction of gaze toward p2 . (b) Solid lines: plot of fi (αL , βL = β̂L ) from
(19) for two PoGs: p1 = [−10, 0, 0]T , which lies on a plane Z − X − 10 = 0
and p2 = [10, 0, 0]T , which lies on a plane Z + X − 10 = 0. Dashed lines:
linear approximation based on the slope in (24).

Fig. 4. p1 = [−10, 0, 0]T , p2 = [−10, 0, 0]T , p3 = [0, 10, 0]T , and p4 =
[0,−10, 0]T that lie on the corresponding facets of the pyramid. (a) fi (αL , βL ),
i = 1, . . . , 4 and (b) gi (αL , βL ), i = 1, . . . , 4.

Z + X − 10 = 0, respectively, [see Fig. 3(a)]. In this case, the
normal to the observation surface ni and the derivative of the
gaze direction να,i are at approximately 45◦ to each other and
the inner products n1 · να,1 and n2 · να,2 have different signs,
and the angle between the surfaces f1 and f2 becomes 6.5◦ [see
Fig. 3(b) and compare it to Fig. 2(c)]. Fig. 3(b) shows the actual
cross section of fi(αL , βL = β̂L) along with the linear approx-
imation based on (24). Note the excellent agreement between
the two curves.

Similarly, based on (25), the difference, between the slopes of
the surfaces fi in the direction of β, ∂fi

/
∂βL , can be increased

by selecting points for which ni and νβ ,i are at relatively large
angles to each other and the products n1 · νβ ,1 and n2 · νβ ,2
have different signs. For example, points p1 = [0, −10, 0]T and
p2 = [0, 10, 0]T on the planes Z − Y − 10 = 0 and Z + Y −
10 = 0, respectively, satisfy the aforementioned requirements.

Finally, to maximize the differences in the angles between
the surfaces fi , i = 1, . . ., N , in the directions of both α and
β, one can combine the aforementioned examples and use a
pyramid with a pinnacle facing the subject as an observation
surface. Under the assumption that the subject will look at all
four facets of the pyramid, the conditions similar to those dis-
cussed earlier will be achieved. Fig. 4 shows plots of fi(αL , βL)
and gi(αL , βL) for four PoGs that lie on the four different facets

of the pyramid. The intersection of fi(αL , βL), i = 1, . . ., 4,
provides an estimate of α̂R and (α̂L , β̂L), which is sufficient to
determine β̂R according to (20). As expected from the analysis
in the Appendix, the surfaces gi(αL , βL), i= 1, . . ., 4, are almost
overlapping, as both ∂gi

/
∂αL and ∂gi

/
∂βL are approximately

constant for central PoGs (i.e., PoGs for which the direction of
gaze is approximately along the Zwcs-axis), regardless of the
orientation of the observation plane.

The aforementioned analysis, which was developed for the
central gaze, demonstrates that the stability of the solution im-
proves, as the range of angles between ni and νi (as well as να,i

and νβ ,i) for the various points of gaze increases. In many prac-
tical applications, the observation surface consists of a single
plane (ni = n ∀i). In this case, a stable solution requires that the
PoGs will span a wide range of gaze directions (e.g., by looking
at larger areas of the observation plane). The performance of the
algorithm with complex observation surfaces as well as with a
single observation plane will be discussed in the next section.

IV. NUMERICAL SIMULATIONS AND EXPERIMENTS

A. Numerical Simulations

In the first set of numerical simulations, the performance of
the algorithm was evaluated as a function of the noise in the
estimation of the optical axis and the center of curvature of the
cornea of each eye and as a function of the size and shape of
the observation surface. In the first simulation, the head was
fixed (i.e., no head movements) and the position of the center of
curvature of the cornea of the subject’s right eye cR was set to
[3, 0, 75]T (i.e., approximately 75 cm from the display’s sur-
face), while the center of curvature of the cornea of the subject’s
left eye cL was set to [−3, 0, 75]T (i.e., interpupillary distance =
6 cm). The angles between the optical and visual axes were ran-
domly drawn for each simulation from a uniform distribution
with a range of (−5, 0) for αR , (0, 5) for αL , and (−5, 5) for
βR and βL . The PoGs were randomly drawn from a uniform
distribution over the observation surfaces and the optical axes
of the two eyes were calculated. Noise in the estimates of the
center of curvature of the cornea and the optical axis was sim-
ulated by adding independent zero-mean white Gaussian pro-
cesses to the coordinates of the centers of curvature of the cornea
(X , Y, and Z) and to the horizontal and vertical components of
the direction of the optical axis. The automatic calibration algo-
rithm was implemented in MATLAB. One thousand PoGs were
used to estimate the angle between the optical and visual axes
for each set of eye parameters (αR , αL , βR , and βL ). The initial
value for the angle between the optical and visual axes was set
to zero (the initial value did not affect the results as long as it
was within ±20◦ of the actual value). The first update of the
algorithm was done after 100 PoGs to prevent large fluctuations
during start up.

The simulations were performed with four different obser-
vation surfaces: 1) a pyramid (30 cm × 30 cm base, 15 cm
height) that was used in the theoretical analysis and in the ex-
periments described in the next section; 2) a plane that provides
viewing angles in the range of ±14.9◦ horizontally and ±11.3◦
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Fig. 5. Estimation results with a 40 cm × 30 cm observation surface (e.g., 20′′

monitor). STD of noise in the angles of the optical axis was set to 0.1◦ and in
the coordinates of the center of curvature of the cornea to 0.5 mm. (a) Estimated
subject-specific angles. (b) (Top) RMS error of PoG estimation and (bottom)
the distance between left PoG – right PoG.

Fig. 6. RMS errors for the angle between the optical and visual axes, for four
different observation surfaces, as a function of noise in the estimation of the
components of the direction of the optical axis. (a) αL and (b) βL .

vertically (40 cm × 30 cm observation surface that is similar in
size to a 20′′ monitor); 3) a plane that provides viewing angles
in the range of ±28◦ horizontally and ±21.8◦ vertically (80 cm
× 60 cm observation surface that is similar in size to a 40′′ mon-
itor); and 4) a plane that provide viewing angles in the range of
±46.8◦ horizontally and ±38.7◦ (160 cm × 120 cm). For each
observation surface and each level of noise in the estimation of
the optical axis or in the estimation of the center of curvature of
the cornea, the simulations were repeated 100 times.

Fig. 5 shows an example of one simulation with a plane that
provides viewing angles in the range of ±14.9◦ horizontally and
±11.3◦ vertically (40 cm × 30 cm observation surface that is
similar in size to a 20′′ monitor). The standard deviation (STD)
of the noise in the angles of the optical axis was set to 0.1◦,
and the STD of the noise in the coordinates of the center of
curvature of the cornea was set to 0.5 mm. As can be seen from
Fig. 5(a), after approximately 500 PoGs, the solution converges
to within ±0.5◦ of the true values of αR , αL , βR , and βL .
Fig. 5(b) shows the rms error in the PoG estimation (top) and the
value of the objective function (bottom). The objective function
was effectively minimized after the first update (i.e., with 100
PoGs), while the rms error continues to decline until iteration
500. This is due to the fact that even though after 100 iterations,
the distance between the PoGs of the left and right eyes was
minimized, PoGs of the both eyes had similar biases relative to
the actual PoGs. From 100 to 500 iterations, the PoGs of the
two eyes drifted simultaneously toward their true locations.

Figs. 6 and 7 show the rms error in the estimation of α and
β as a function of noise in the optical axis and in the center of

Fig. 7. RMS errors for the angle between the optical and visual axes, for four
different surfaces, as a function of the noise in the estimation of the center of
the curvature of the cornea. (a) αL and (b) βL .

curvature of the cornea, respectively. The estimation error had
no bias (i.e., zero-mean) in all the aforementioned simulations.
Figs. 6 and 7 show that: 1) the pyramidal observation surface
provides the best performance (i.e., smaller rms errors as com-
pared to the planes) and 2) the rms error decreases, as the range
of viewing angle, or equivalently, the size of the observation
surface increases. This finding is consistent with the theoretical
analysis in the previous section, which showed that by increas-
ing the range of angles between the gaze vectors and the normal
to the observation surface, the solution becomes less sensitive to
noise. The rms errors for the largest observation plane (160 cm×
120 cm) and the pyramid are similar, as they provide approx-
imately the same range of angles between the normals to the
observation surfaces and the gaze vectors. Figs. 6 and 7 show
that for the system, which was described in [14] (STD of the
noise in the estimation of the optical axis is 0.4◦ and STD of the
noise in the estimation of the center of curvature of the cornea is
1.0 mm), noise in the estimation of the optical axis contributes
more significantly to the rms error in the estimation of the angle
between the optical and visual axes than noise in the estimation
of the center of curvature of the cornea.

Additional simulations were performed to study the sensitiv-
ity of the algorithm to head position. For these simulations, the
coordinates of the center of curvature of the cornea of the right
eye cR were set at 27 different positions (all the combinations
of X = −7, 3, and 13 cm; Y = −10, 0, and 10 cm; Z = 85, 75,
and 65 cm, e.g., cR = [−7, 0, 75]T , [3, 0, 75]T , [13, 0, 75]T ,
etc.). For each eye position and noise level in the optical axis
(the noise level in the coordinates of the center of the curvature
of the cornea was set to 1 mm), the simulations were repeated
100 times. Fig. 8 shows the aggregate (all head positions) rms
error in the estimations of α and β as a function of the noise
level in the optical axis. When the data in Fig. 8 are compared
to the data in Fig. 6, it is clear that changes in head position
introduced biases that increased the rms errors in the estimation
of the angle between the optical and visual axes. To understand
these biases, it is important to note that the distance between the
left and right PoGs on the observation surface is proportional to
the noise level in the directions of the optical axes of the left and
right eyes and to the distance between the eyes and the PoG.
This implies that for a given level of the noise in the direction
of the optical axes, the algorithm will attempt to minimize the
distance between the location of the PoGs on the observation



MODEL AND EIZENMAN: AUTOMATIC PERSONAL CALIBRATION PROCEDURE FOR ADVANCED GAZE 1037

Fig. 8. RMS errors for the angle between the optical and visual axes, for four
different surfaces, as a function of the noise in the estimation of the components
of the direction of the optical axis. Twenty-seven head positions (all the combi-
nations of Xhead = −10, 0, and 10 cm; Yhead = −10, 0, and 10 cm; Zhead =
−10, 0, and 10 cm). (a) αL and (b) βL .

surface and the subject’s eyes. For example, when the head is
moving up relative to the location of the PoG on the observation
surface, there will be a positive bias in the estimation of βR and
βL . Therefore, in the presence of head movements (or nonsym-
metric distribution of gaze points relative to the head position),
the minimum of the objective function represents a balance be-
tween an attempt to decrease the error between left and right
PoGs due to a shift away from the actual values of α and β
and an attempt to minimize the aggregate distance between the
PoGs on the observation surface and the eyes.

Fig. 8 shows that the performance of the algorithm improves
when the range of angles between the subject’s gaze vectors,
as he/she looks at the displays, and vectors normal to the ob-
servation surfaces increases. For a plane that provides viewing
angles in the range of ±14.9◦ horizontally and ±11.3◦ vertically
(40 cm × 30 cm observation surface), a noise level of 0.4◦ in
the components of the direction of the optical axis results in an
rms error of 2.6◦ in the estimation of αL . For the same noise
level in the optical axis, the rms error in the estimation of αL

is reduced to only 0.5◦ when a plane that provides viewing an-
gles in the range of ±46.8◦ horizontally and ±38.7◦ vertically
(160 cm × 120 cm) is used. This is similar to the performance
of the algorithm with the pyramidal observation surface.

B. Experiments With Real Subjects and Gaze Estimation System

A two-camera remote EGT (REGT) system [14] was used
for experiments with four subjects. The STD of the noise in the
estimation of the components of the direction of the optical axis
in this system is 0.4◦, and the STD of the noise in the estimation
of the coordinates of the center of curvature of the cornea is
1.0 mm. Subjects were seated at a distance of approximately
75 cm from a computer monitor (plane Z = 0) and head move-
ments were not restrained. Given the limited tracking range of
the system (approximately ±15◦ horizontally and vertically),
only a relatively small observation planes (<20′′ monitor) or
more complicated pyramid observation surfaces could be used
for the experiments. Because the expected rms errors with a
20′′ observation surface (α > 2.5◦ and β > 3◦, see Fig. 8) are
larger than the expected errors when αR , αL , βR , and βL are
set a priori to −2.5◦, 2.5◦, 0, and 0, respectively, there was

TABLE I
HORIZONTAL (α) AND VERTICAL (β) COMPONENTS OF ANGLE BETWEEN

OPTICAL AND VISUAL AXES

TABLE II
POG ESTIMATION ERROR

no point in evaluating the performance of the algorithm with
such an observation surface. Therefore, the experiments were
performed with a pyramid observation surface (30 cm × 30 cm
base, 15 cm height, and pinnacle toward the viewer). The base
of the pyramid was mounted on the plane Z = 9 cm, and the
pinnacle was located at [0, −1.5, 24]T .

During the experiment, each subject was asked to look at the
four facets of the pyramid (in any order) and thousand estimates
of the center of curvature of the cornea and the direction of the
optical axis were obtained for each eye. The subject-specific an-
gles between the optical and visual axes were estimated offline,
using the automatic calibration algorithm. Next, the pyramid
was removed and the subject was asked to complete a stan-
dard one-point calibration procedure [14]. The values of the
estimated subject-specific angles between the optical and visual
axes with the automated calibration procedure and a one-point
calibration procedure are shown in Table I.

Since the estimates of the subject-specific angles between
the optical and visual axes that are obtained by the one-point
calibration procedure minimize the rms error between the es-
timated PoG and the actual PoG, the values obtained by the
one-point calibration procedure will serve as a reference (“gold
standard”) for the calculations of the errors of the automatic
calibration procedure. The estimation errors of the automated
calibration methodology are −0.08◦ ± 0.59◦ in α (left and right
combined) and −0.19◦ ± 0.43◦ in β (left and right combined).
Given the noise characteristics of the gaze estimation system,
these estimation errors are in the range predicted by the numer-
ical simulations (see Figs. 6 and 8).

Following the estimation of the angles between the optical
and visual axes, the subjects looked at a grid of nine points (3 ×
3, 8.5◦ apart) displayed on a computer monitor. Fifty PoGs were
collected at each point. The rms errors in the estimation of the
PoG for all four subjects are summarized in Table II.
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For the automatic calibration procedure, the average rms error
in PoG estimation for all four subjects is 1.3◦. For the one-point
calibration procedure, the average rms error is 0.8◦.

V. DISCUSSION AND CONCLUSION

A novel calibration procedure to estimate the angles between
the optical and visual axes that does not require accurate fixa-
tion on known points at specific time intervals was presented.
The procedure is based on the assumption that at each time
instant both eyes look at the same point in space. Using the
novel procedure with an REGT system [14] that estimates the
components of the direction of the optical axis with an ac-
curacy of 0.4◦ shows that the angles between the optical and
visual axes can be estimated with an rms error of 0.5◦. These
results, which were achieved with an observation surface that in-
cluded four planes, are consistent with the numerical analysis in
Section IV-A. Based on this numerical analysis (see Fig. 8),
an eye-tracking system estimates the components of the direc-
tion of the optical axis with an accuracy, which is four times
better than the accuracy estimated by the REGT system [14]
(i.e., 0.1◦) that can use the novel calibration procedure with a
relatively small single observation plane (30 cm × 40 cm, e.g.,
20′′ computer monitor) to achieve a similar rms error. By in-
creasing the size of the observation plane to 60 cm × 80 cm,
a similar rms error can be obtained with an REGT system that
can estimate the components of the direction of the optical axis
with accuracy, which is only two times better than the accuracy
of the system described in [14] (i.e., 0.2◦). The use of a single
observation plane will considerably improve the utility of the
novel automatic personal calibration procedure.

User-calibration-free gaze estimation systems, which esti-
mate the PoG from the intersection of the optical axis of
one of the eyes with the display (e.g., [21]) or from the mid-
point of the intersections of the optical axes of both eyes with
the display (e.g., [22]), can exhibit large, subject-dependent,
gaze estimation errors. For the experiments described in
Section IV-B (see Table II), calculations of the PoG by the
intersection of the optical axis of one eye with the computer
monitor results in rms errors ranging from 1◦ to 4.5◦ (average
2.5◦). By using the midpoint, the rms errors for the four subjects
are reduced to a range between 1.5◦ and 3.2◦ (average 2.0◦). The
automatic personal calibration procedure that was presented in
this paper further reduced the rms errors for the four subjects to
a range between 0.8◦ and 1.7◦ (average 1.3◦).

The experiments with a two-camera gaze estimation sys-
tem [14] show that with the automatic-user calibration proce-
dure the rms error of the PoG estimation is 1.3◦ (see Table II).
When the same two-camera system is used with a single-point
calibration procedure, the rms error is reduced to 0.8◦. Similar
rms error (0.8◦) is obtained when a state-of-the-art one-camera
eye-tracking system [12] and multiple (>4) point calibration
procedure are used. By increasing the complexity of the eye-
tracking system from one camera to two cameras, the number of
calibration points can be reduced (from multiple points to one
point) without sacrificing accuracy. The algorithm developed in
this paper eliminates the need for any calibration points, but fur-

ther increases system complexity (the need to track both eyes)
and reduces the accuracy of the PoG estimation. For specific
applications, one should consider the tradeoffs between sys-
tem complexity, system accuracy, and the number of calibration
points.

APPENDIX

Approximate expressions for ∂αR/∂αL , ∂αR/∂βL , ∂βR/
∂αL , and ∂βR/∂βL [implicitly defined in (22) and (23)], when
subjects look at centrally located points on a plane in front of
them (as in Fig. 2), are derived. In this case

kL ∼= kR ∼= k

kL
α
∼= kR

α
∼= kα

kL
β
∼= kR

β
∼= kβ (A26)

νL
α
∼= νR

α
∼= [ 1 0 0 ]T = x̂

νL
β
∼= νR

β
∼= [ 0 1 0 ]T = ŷ (A27)

and

kα � k

kβ � k. (A28)

To calculate ∂βR
/
∂αL , multiply both sides of (22) by

ŷT from the left. Using approximations (A26)–(A28), all terms,
except for the last one, will vanish, thus yielding

0 ∼= ŷT kRνR
β

∂βR

∂αL ⇒ 0 ∼= kR ∂βR

∂αL

⇒ ∂βR

∂αL
∼= 0. (A29)

To calculate ∂αR
/
∂αL , multiply both sides of (22) by

x̂T from the left and use (A29)

x̂T kL
ανL + x̂T kLνL

α = x̂T kR
α νR ∂αR

∂αL + x̂T kRνR
α

∂αR

∂αL .

Using (A26)

x̂T (kανR + kνα ) + x̂T (kανL − kανR)

= x̂T (kανR + kνα )
∂αR

∂αL

∂αR

∂αL = 1 +
x̂T kα (νL − νR)
x̂T (kανR + kνα )

. (A30)

Since 0 ∼= x̂T kανR � x̂T kνα
∼= k and cR + kRνR =

ΨR = ΨL = cL + kLνL , using (A26) and (A27)
k(νR − νL) = cL − cR .
Finally

(νL − νR) =
cR − cL

k
=

∆x

k
x̂ (A31)

(where ∆x = ‖cR − cL‖2 is the horizontal separation between
the two eyes).

Now, we can further simplify (A30) as follows:

∂αR

∂αL = 1 +
∆x

k2 kα . (A32)
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Then, using (12)

∂αR

∂αL = 1 − ∆x

k

n · να

n · ν . (A33)

To calculate ∂βR/∂βL , multiply both sides of (23) by ŷT from
the left. Using the approximations (A26)–(A28), all terms except
for the second one on the left-hand side and the last one on the
right-hand side of (23) can be neglected, thus yielding

ŷT kLνR
β
∼= ŷT kRνR

β

∂βR

∂βL ⇒ kL ∼= kR ∂βR

∂βL

⇒ ∂βR

∂βL
∼= 1. (A34)

To calculate ∂αR/∂βL , multiply both sides of (23) by x̂T from
the left and use (A34)

x̂T kL
β νL = x̂T kR

α νR ∂αR

∂βL + x̂T kRνR
α

∂αR

∂βL + x̂T kR
β νR

kβ x̂T (νL − νR) = (kα x̂T νR + kx̂T να )
∂αR

∂βL

∂αR

∂βL =
kβ x̂T (νL − νR)

(kα x̂T νR + kx̂T να )
. (A35)

Using (A31) and the approximation: 0 ∼= x̂T kανR �
x̂T kνα

∼= k, (A35) can be simplified to

∂αR

∂βL =
∆x

k2 kβ . (A36)

Then, using (13) we finally get

∂αR

∂βL = −∆x

k

n · νβ

n · ν . (A37)
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