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Abstract 

Gaze estimation systems use calibration procedures that require 
active subject participation to estimate the point-of-gaze accu-
rately. In these procedures, subjects are required to fixate on a 
specific point or points in space at specific time instances. This 
paper describes a gaze estimation system that does not use cali-
bration procedures that require active user participation. The 
system estimates the optical axes of both eyes using images 
from a stereo pair of video cameras without a personal calibra-
tion procedure. To estimate the point-of-gaze, which lies along 
the visual axis, the angles between the optical and visual axes 
are estimated by a novel automatic procedure that minimizes the 
distance between the intersections of the visual axes of the left 
and right eyes with the surface of a display while subjects look 
naturally at the display (e.g., watching a video clip). Experi-
ments with four subjects demonstrate that the RMS error of this 
point-of-gaze estimation system is 1.3º. 

Keywords: Point-of-gaze, remote gaze estimation, calibration 
free, minimal subject cooperation. 

1 Introduction 

The point-of-gaze (PoG) is the point within the visual field that 
is imaged on the highest acuity region of the retina that is known 
as the fovea. Systems that estimate the PoG are used in a large 
variety of applications [Duchowski 2002] such as studies of 
emotional and cognitive processes [Eizenman et al. 
2006],[Rayner 1998], driver behavior [Harbluk et al. 2007], 
marketing and advertising [Loshe 1997], pilot training [Wetzel 
et al. 1997], ergonomics [Goldberg and Kotval 1999] and hu-
man-computer interfaces [Hutchinson et al. 1989]. 

Remote Eye-Gaze Estimation (REGT) systems use calibration 
procedures to estimate subject-specific parameters that are 
needed for the accurate calculation of the PoG. In these proce-
dures, subjects are required to fixate specific points at specific 
time instances. However, these calibration routines cannot be 
reliably performed in some studies, such as studies with young 
children or mentally challenged people, as well as studies for 
which covert gaze monitoring is required. To enable such stu-
dies it is crucial to estimate human PoG without calibration pro-
cedures that require active user participation.  

 

 

 

 

This paper presents such a system. The system uses images from 
a stereo pair of video cameras to estimate the center of curvature 
of the cornea and the optical axis of each eye without any per-
sonal calibration [Guestrin and Eizenman 2006; Guestrin and 
Eizenman 2008; Shih et al. 2000; Shih and Liu 2004]. Then, the 
angles between the optical and visual axes (human gaze is di-
rected along the visual axis) are estimated using a novel AAE 
(Automatic Angles Estimation) algorithm that rely on the as-
sumption that the visual axes of left and right eyes intersect on 
the surface of the display [Eizenman et al. 2009; Model et al. 
2009]. The estimation of subject-specific angles between the 
visual and optical axes is performed while subject looks natural-
ly at the display.  

This paper is organized as follows. A methodology for the esti-
mation of the optical axis of the eye that does not require a priori 
knowledge of subject-specific eye parameters is described in the 
next section. The AAE algorithm and numerical simulations are 
presented in Section 3. Experimental results and conclusions are 
presented in Sections 4 and 5, respectively. 

2 Estimation of the Optical Axis 

Figure 1 presents a general model of gaze estimation systems 
with any number of cameras and any number of light sources. 3-
D points are indicated in a bold font and are represented as 3-D 
column vectors in a right-handed Cartesian world coordinate 
system. Light sources are modeled as point sources, video cam-
eras are modeled as pinhole cameras and the front surface of the 
cornea is modeled as a spherical section. In this model, the line 
connecting the center of curvature of the cornea, c, and the pupil 
center, p, defines the optical axis of the eye. The line connecting 
the center of curvature of the cornea, c, and the center of the 
fovea defines the visual axis. The PoG is at the intersection of 
the visual axis with the display.  

First, consider a ray that comes from light source i, li, and re-
flects at a point qij on the corneal surface such that the reflected 
ray passes through the nodal point (a.k.a. camera center, center 
of projection) of camera j, oj, and intersects the camera image 
plane at a point uij. According to the law of reflection, the inci-
dent ray, the reflected ray and the normal at the point of reflec-
tion are coplanar. Since any line going through the center of 
curvature of the cornea, c, is normal to the spherical corneal 
surface, vector (qij – c) is normal to the corneal surface at the 
point of reflection qij. It then follows that points li, qij, oj, uij, and 
c are coplanar. In other words, the center of curvature of the 
cornea, c, belongs to each plane defined by the nodal point of 
camera j, oj, light source i, li, and its corresponding image point, 
uij. Noting that three coplanar vectors ξ1, ξ2 and ξ3 satisfy 

1 2 3 0  ξ ξ ξ , this condition can be formalized as  
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Notice that (1) shows that, for each camera j, all the planes de-
fined by oj, li and uij contain the line defined by points c and oj. 
If the light sources, li, are positioned such that at least two of 
those planes are not coincident, the planes intersect at the line 
defined by c and oj. If ηj is a vector in the direction of the line of 
intersection of the planes, then 

, , for some j c j j c jk k c o η   

In particular, if two light sources are considered (i = 1, 2),  
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where [(l1 – oj)  (u1j – oj)] is the normal to the plane defined by 
oj, l1 and u1j, and [(l2 – oj)  (u2j – oj)] is the normal to the plane 
defined by oj, l2 and u2j. 

Having two cameras, the position of the center of curvature of 
the cornea, c, can be found as the intersection of the lines given 
by (2)–(3), j = 1, 2. Since, in practice, the estimated coordinates 
of the images of the corneal reflection centers, uij, are corrupted 
by noise, those lines may not intersect. Therefore, c is found as 
the midpoint of the shortest segment defined by a point belong-
ing to each of those lines. It can be shown that, in such case, c is 
given by  
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Next, consider an imaginary ray that originates at the pupil cen-
ter, p, travels through the aqueous humor and cornea (effective 
index of refraction ≈ 1.3375) and refracts at a point rj on the 
corneal surface as it travels into the air (index of refraction ≈ 1), 
such that the refracted ray passes through the nodal point of 
camera j, oj, and intersects the camera image plane at a point up,j. 
This refraction results in the formation of a virtual image of the 
pupil center (virtual pupil center), pv,j, located on the extension 
of the refracted ray, i.e., 

.somefor)( ,,p,,v jp

j

jjjpjj kk


h
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In strict terms, the spatial location of pv,j depends on the position 
of the nodal point of the camera, oj, relative to the eye. There-
fore, in general, the spatial location of pv,j will be slightly differ-
ent for each of the two cameras. Despite this, an approximate 
virtual image of the pupil center, pv, can be found as the mid-
point of the shortest segment defined by a point belonging to 
each of the lines given by (5), j = 1, 2, i.e., 

 

Figure 1  Ray-tracing diagram (not to scale in order to be able to show all the elements of interest), showing schematic representations of 
the eye, a camera and a light source.  
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Since c is on the optical axis of the eye and assuming that pv is 
also on the optical axis (Fig. 1), (3)–(6) provide a closed-form 
solution for the reconstruction of the optical axis of the eye in 3-
D space without the knowledge of any subject-specific eye pa-
rameter. In particular, the direction of the optical axis of the eye 
is given by the unit vector 

v

v





p c

ω
p c

  

The PoG, g, is defined as the intersection of the visual axis, ra-
ther than the optical axis, with the scene. The visual axis might 
deviate from the optical axis by as much as 5º [Young and 
Sheena 1975]. Therefore, if the PoG is estimated from the inter-
section of the optical axis with the scene, the estimation might 
suffer from large, subject dependent errors. As an example, for 
the experiments described in Section 4  the RMS errors in PoG 
estimation by the intersection of the optical axis with the com-
puter monitor ranges from 1° to 4.5° (2.5° on average for all four 
subjects). If the angle between the optical and visual axes is 
estimated with a one-point user-calibration procedure [Guestrin 
and Eizenman 2008], during which the subject is required to 
fixate a known point in space for several seconds, the PoG esti-
mation error is reduced to 0.8° RMS. In the next section, we 
present a novel AAE algorithm, in which the angles between the 
optical and visual axes are estimated automatically.  

 

3 The AAE Algorithm 

3.1 Theory 

The AAE algorithm is based on the assumption that at each time 
instant the visual axes of both eyes intersect on the observation 
surface (e.g., display). The unknown angles between the optical 
and visual axes can be estimated by minimizing the distance 
between the intersections of the left and right visual axes with 
that observation surface. 

Two coordinate systems are used to describe the relation be-
tween the optical and visual axes of the eye. The first is a statio-
nary right-handed Cartesian World Coordinate System (WCS) 
with the origin at the center of the display, the Xw-axis in the 
horizontal direction, the Yw-axis in the vertical direction and the 
Zw-axis perpendicular to the display (see Figure 2).  The second 
is a non-stationary right-handed Cartesian Eye Coordinate Sys-
tem (ECS), which is attached to the eye, with the origin at the 
center of curvature of the cornea, c, the Zeye axis that coincides 
with the optical axis of the eye and Xeye and Yeye axes that, in the 
primary gaze position, are in the horizontal and vertical direc-
tions, respectively. The Xeye-Yeye plane rotates according to List-
ing’s law [Helmholtz 1924] around the Zeye axis for different 
gaze directions.  

In the ECS, the unknown 3-D angle between the optical and the 
visual axes of the eye can be expressed by the horizontal1, α, and 
vertical2, β, components of this angle (see Figure 2). The unit 
vector in the direction of the visual axis with respect to the ECS, 
νECS, is then expressed as 

                                                           
1 The angle between the projection of the visual axis on the Xeye-Zeye 

plane and the Zeye axis. It is equal to 90° if the visual axis is in the –Xeye 
direction. 

2 The angle between the visual axis and its projection on the Xeye-Zeye 
plane. It is equal to 90° if the visual axis is in the +Yeye direction. 

 

Figure 2  Simplified schematics of the eye. The optical axis of the eye connects the center of the pupil with the center of curvature of the 
cornea. Gaze is directed along the visual axis, which connects the center of the region of highest acuity of the retina (fovea) with the center 

of curvature of the cornea.  
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The unit vector in the direction of the visual axis with respect to 
the WCS, ν , can be expressed as  

ECS( , ) ( , )   ν R ν   

where R is the rotation matrix from the ECS to the WCS (inde-
pendent of α and β), which can be calculated from the orienta-
tion of the optical axis of the eye and Listing’s law [Helmholtz 
1924].  

Because the visual axis goes through the center of curvature of 
the cornea, c, and the PoG is defined by the intersection of the 
visual axis with the display (Zw = 0), the PoG in the WCS is 
given by 

ECS( , ) ( , ) ( , ) ( , ) ( , )k k            g c ν c R ν  

where ( , )k    is a line parameter defined by the intersection of 
the visual axis with the surface of the display: 

( , )
( , )

k  
 


 


c n

ν n
  

where n = [0 0 1]T is the normal to the display surface and “T” 
denotes transpose. 

The estimation of αL, βL, αR and βR is based on the assumption 
that at each time instant the visual axes of both eyes intersect on 
the surface of the display (superscripts “L” and “R” are used to 
denote parameters of the left and right eyes, respectively). The 
unknown angles αL, βL, αR and βR can be estimated by minimiz-
ing the distance between the intersections of the left and right 
visual axes with that surface (left and right PoGs).  

The objective function to be minimized is then  

2L L R R L L L R R R

2
( , , , ) ( , ) ( , )i i

i

F          g g  

where the subscript i identifies the i-th gaze sample.   

The above objective function is non-linear, and thus a numerical 
optimization procedure is required to solve for the unknown 
angles αL, βL, αR and βR. However, since the deviations of the 
unknown angles αL, βL, αR and βR from the expected “average” 
values α0

L, β0
L, α0

R and β0
R are relatively small, a linear approx-

imation of (10) can be obtained by using the first three terms of 
its Taylor’s series expansion:  
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where, from (8)-(9),  
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Using the above linear approximation, the sum of the squared 
distances between the left and right PoGs in the objective func-
tion (12) can be expressed as 

2L L R R

2
( , , , ) i i

i

F       M x y  

where L L R R

i i i i i    M a b a b  is a 3x4 matrix, 
L R

0, 0,i i i y g g  is a 3x1 vector and 

L L L L R R R R

0 0 0 0( ) ( ) ( ) ( )
T

             x  is a 4x1 

vector of unknown angles. The subscript “i" is used to explicitly 
indicate the correspondence to the specific time instance “i” or i-
th gaze sample. 

The solution to (21) can be obtained in a closed form using least 
squares as 

  1

opt
T T

 x M M M y   

where the optimization over several time instances is achieved 
by stacking the matrices on top of each other: 
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Finally, the estimates of the subject-specific angles are given by 

L L R R L L R R
0 0 0 0 opt

ˆ ˆˆ ˆ
T T

              x  

Since the objective function (21) is a linear approximation of the 
objective function (12), several iterations of (14)-(24) might be 
needed to converge to the true minimum of the objective func-
tion (12). In the first iteration, α0

L, β0
L, α0

R and β0
R are set to 

zero. In subsequent iterations, α0
L, β0

L, α0
R and β0

R are set to the 

values of L L R R
0 0 0 0

ˆ ˆˆ ˆ, ,  and      from the preceding iteration. 

The above methodology to estimate the angle between the opti-
cal and visual axes is suitable for “on-line” estimation as a new 
matrix Mi is added to M and a new vector yi is added to y for 
each new estimate of the centers of curvature of the corneas and 
optical axes. 

3.2 Numerical Simulations  

The performance of the AAE algorithm was evaluated as a func-
tion of noise in the estimates of the direction of the optical axis 
and the coordinates of the center of curvature of the cornea of 
each eye. In the simulations, the angles between the optical and 
visual axes were randomly drawn from a uniform distribution 
with a range of (-5, 0) for R , (0, 5) for L  and (-5, 5) for R  
and L . The PoGs were randomly drawn from a uniform distri-
bution over the observation surface and the optical axes of the 
two eyes were calculated. Noise in the estimates of the center of 
curvature of the cornea and the optical axis was simulated by 
adding independent zero-mean white Gaussian processes to the 
coordinates of the centers of curvature of the cornea (X,Y and Z) 
and to the horizontal and vertical components of the direction of 
the optical axis. The AAE algorithm was implemented in MAT-

LAB®. One thousand PoGs were used to estimate the angles 
between the optical and visual axes for each set of eye parame-
ters R( , L , R  and L ).  The initial value for the angle be-
tween the optical and visual axes was set to zero (the initial val-
ue did not affect the final results as long as it was within ±20° of 
the actual value). The first update of the algorithm was done 
after 100 PoGs to prevent large fluctuations during start-up. 

Figure 3 shows an example of one simulation. The parameters 
for the simulations were as follows: 1) Standard deviation (STD) 
of the noise in the components of the direction of the optical axis  
0.1°, 2) STD of the noise in the coordinates of the center of cur-
vature of the cornea 0.5mm, 3) observation surface 40cm x 
30cm (20” monitor) 4) the center of curvature of the cornea of 
the subject’s right eye, cR, at [3 0 75]T (i.e., approximately 75 cm 
from the display’s surface), 5) the center of curvature of the 
cornea of the subject’s left eye, cL, at [-3 0 75]T (i.e., inter-
pupillary distance = 6 cm). As can be seen from  

Figure 3(a), after approximately 500 PoGs the solution con-
verges to within ±0.5° of the true values of R , L , R  and 

L.   

Figure 3(b) shows the root-mean-square (RMS) error in the PoG 
estimation (top) and the value of the objective function (bottom). 
The objective function was effectively minimized after the first 
update (i.e., after 100 iterations) while the RMS error continues 
to decline until iteration 500. This is due to the fact that even 
though after 100 iterations the distance between the points-of-
gaze of the left and right eyes was minimized, PoGs of the both 
eyes had similar biases relative to the actual PoGs. From itera-
tion 100 to 500 the PoGs of the two eyes drifted simultaneously 
towards their true values.  

As shown in [Model and Eizenman 2009], the performance of 
the algorithm for the estimation of the angles between the opti-
cal and visual axes depends on the range of the viewing angles 
between the visual axes of both eyes and the vectors normal to 
the observation surface. Therefore, the simulations used  four 
different observation surfaces: a) a plane that provides viewing 
angles in the range of ±14.9º horizontally and ±11.3º vertically 
(40 cm x 30 cm observation surface that is similar in size to a 

                  
(a)       (b) 

Figure 3  Estimation results with a 40 cm x 30 cm observation surface (e.g., 20” monitor). Noise STD in the optical axis was set to 
0.1° and in the center of curvature of the cornea to 0.5 mm. (a) Estimated subject-specific angles; (b) Root-Mean-Square Error 

(RMSE) of PoG estimation (top) and Left PoG - Right PoG distance (bottom). 
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20” monitor), b) a plane that provides viewing angles in the 
range of ±28º horizontally and ±21.8º degrees vertically (80 cm 
x 60 cm observation surface that is similar in size to a 40” moni-
tor), c) a plane that provide viewing angles in the range of 
±46.8º horizontally and ±38.7º (160 cm x 120 cm) and d) a 
pyramid (30 cm x 30 cm base, 15 cm height, 45º angle between 
the base and each of the facets). 

For these simulations, the coordinates of the center of curvature 
of the cornea of the right eye, cR, were set at 27 different posi-
tions (all the combinations of X= -7 cm, 3 cm, 13 cm; Y= -10 
cm, 0 cm, 10 cm; Z= 85 cm, 75 cm, 65 cm, e.g., cR = [-7 0 75]T, 
[3 0 75]T

 , [13 0 75]T, etc). The simulations were repeated for 
different noise levels in the components of the direction of the 
optical axis. For all the simulations, the noise level in the coor-
dinates of the center of the curvature of the cornea was set to 1 
mm. For each eye position and noise level in the optical axis the 
simulations were repeated 100 times. Figure 4 shows the aggre-
gate (all head positions) RMS error in the estimations of   and 
  as a function of the noise level in the components of the di-
rection of the optical axis.  

As can be seen from Figure 4, the performance of the AAE algo-
rithm improves when the range of angles between the subject’s 
gaze vectors, as he/she looks at the displays, and vectors normal 
to the observation surfaces increases. For a plane that provides 
viewing angles in the range of ±14.9º horizontally and ±11.3º 
vertically (40 cm x 30 cm observation surface), a noise level of 
0.4 degrees in the components of the direction of the optical axis 
results in a RMS error of 2.6º in the estimation of L . For the 
same noise level in the optical axis, the RMS error in the estima-
tion of L is reduced to only 0.5º when a plane that provides 
viewing angles in the range of ±46.8º horizontally and ±38.7º 
vertically (160 cm x 120 cm) is used. This is similar to the per-
formance of the algorithm with the pyramidal observation sur-
face.  

4 Experiments 

A two-camera REGT system [Guestrin and Eizemnan 2007] was 
used for experiments with four subjects. The STD of the noise in 
the estimates of the components of the direction of the optical 
axis in this system is 0.4° and the STD of the noise in the esti-
mates of the coordinates of the center of curvature of the cornea 
is 1.0 mm. Subjects were seated at a distance of approximately 
75cm from a computer monitor (plane Z=0) and head move-
ments were not restrained. Given the limited tracking range of 
the system (approximately ±15º horizontally and vertically), 
only a relatively small observation planes (<20” monitor) or 
more complicated pyramid observation surfaces could be used 
for the experiments. Because the expected RMS errors with a 
20” observation surface (  > 2.5º and  > 3º, see Figure 4) are 
larger than the expected errors when R , L , R  and L are 
set a-priori to -2.5º, 2.5º, 0, 0, respectively, there was no point in 
evaluating the performance of the algorithm with such an obser-
vation surface. Therefore, the experiments were performed with 
a pyramid observation surface (30 cm x 30 cm base, 15 cm 
height, and pinnacle towards the viewer). The base of the pyra-
mid was mounted on the plane Z=9 (cm) and the pinnacle was 
located at [0,-1.5,24]T. 

During the experiment, each subject was asked to look at the 
pyramid and thousand estimates of the center of curvature of the 
cornea and the direction of the optical axis were obtained for 
each eye. The subject-specific angles between the optical and 
visual axes were estimated, off-line, using the AAE algorithm. 
Next, the pyramid was removed and the subject was asked to 
complete a standard one-point calibration procedure [Guestrin 
and Eizemnan 2007]. The values of the estimated subject-
specific angles between the optical and visual axes with the 
AAE procedure and a one-point calibration procedure are shown 
in Table I. 

        
(a)                (b) 

Figure 4  RMS errors for the angle between the optical and visual axes, for four different surfaces, as a function of the noise in the esti-
mation of the components of the direction of the optical axis. 27 head positions (all the combinations of Xhead = -10 cm, 0 cm, 10 cm; 

Yhead = -10 cm, 0 cm, 10 cm; Zhead = -10 cm, 0 cm, 10 cm). (a) L ;  (b) L . 
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TABLE II 
POG ESTIMATION ERROR 

 
Subjects: 

RMS error, (°) 
UCF-REGT 1-point calib REGT

Left Eye Right Eye Left Eye Right Eye
1 1.2 0.8 0.6 0.5
2 1.3 1.4 1.0 0.7
3 1.4 1.0 0.8 0.8
4 1.6 1.7 0.9 1.1

 ‘UCF-REGT’ – PoG is estimated with the user-calibration-free 
REGT .  ‘1-point calib REGT’ – PoG is estimated with the 

REGT system that uses one-point user-calibration procedure. 

 
TABLE I 

HORIZONTAL ( ) AMD VERTICAL (  ) COMPONENTS OF THE ANGLE 

BETWEEN THE OPTICAL AND VISUAL AXES 
 
Subjects: 

Subject-specific angles, (°) 
AAE 1-point calib 

L  R  L  R  L  R  L  R  
1 1.8 -2.6 -0.1 -0.7 0.9 -2.9 -0.2 -1.0 
2 1.1 -1.0 -2.8 -0.7 0.9 -1.3 -3.1 -1.5 
3 0.3 -0.7 2.7 0.3 -0.1 -0.3 2.1 0.4 
4 -0.2 -3.1 0.6 0.1 0.1 -2.3 0.5 0.7 

 ‘AAE’ –  and   estimated with the AAE procedure.  ‘1-point 

calib’ –  and    estimated with a one-point calibration proce-
dure. 

Since the estimates of the subject-specific angles between the 
optical and visual axes that are obtained by the one-point cali-
bration procedure minimize the RMS error between the esti-
mated PoG and the actual PoG, the values obtained by the one-
point calibration procedure will serve as a reference (“gold 
standard”) for the calculations of the errors of the AAE proce-
dure. The estimation errors of the AAE procedure are -
0.08±0.59 [°] in   (left and right combined) and -0.19±0.43 [°] 
in  (left and right combined). Given the noise characteristics of 
the gaze estimation system, these estimation errors are in the 
range predicted by the numerical simulations (Figure 4).  

Following the estimation of the angles between the optical and 
visual axes, the subjects looked at a grid of nine points (3x3, 
8.5° apart) displayed on a computer monitor. Fifty PoGs were 
collected at each point. The RMS errors in the estimation of the 
PoG for all four subjects are summarized in Table II.  

For the User-Calibration-Free REGT (UCF-REGT) system de-
scribed in this paper the average RMS error in PoG estimation 
for all four subjects is 1.3°. For the REGT system that uses the 
one-point calibration procedure the average RMS error is 0.8°.  

5 Discussion and Conclusions 

A user-calibration-free REGT system was presented. The system 
uses the assumption that at each time instant both eyes look at 
the same point in space to eliminate the need for a user-
calibration procedure that requires subjects to fixate on known 
targets at specific time intervals to estimate the angles between 
the optical and visual axes. Experiments with a REGT system 
that estimates the components of the direction of the optical axis 
with an accuracy of 0.4° [Guestrin and Eizemnan 2007] showed 
that the AAE algorithm can estimate the angles between the 

optical and visual axes with an RMS error of 0.5°. These results 
are consistent with the numerical analysis (see Section 3.2) and 
were achieved with an observation surface that included four 
planes. Based on the numerical analysis (see Figure 4), an eye-
tracking system that estimates the components of the direction of 
the optical axis with an accuracy of 0.1° can use a 30 cm x 40 
cm observation plane (e.g., 20” computer monitor) to achieve a 
similar RMS error. Increasing the observation plane to 60 cm x 
80 cm will allow eye trackers that can estimate the components 
of the direction of the optical axis with an accuracy of 0.2° to 
achieve similar RMS errors. As the accuracy of eye-tracking 
systems will improve, it will become feasible to use the AAE 
algorithm presented in this paper to estimate accurately the angle 
between the optical and visual axis using a single observation 
plane. The use of a single observation surface will improve con-
siderably the utility of the UCF-REGT system.  

Experiments with four subjects demonstrated that when a two-
camera REGT system [Guestrin and Eizemnan 2007] is used 
with a single point calibration procedure, the RMS error is 0.8°. 
With the UCF-REGT system, the RMS error of the PoG estima-
tion is increased to 1.3° (see Table II). User-calibration-free gaze 
estimation systems that estimate the PoG from the intersection 
of the optical axis of one of the eyes with the display (e.g., [Shih 
et al. 2000])  or from the midpoint of the intersections of the 
optical axes of both eyes with the display (e.g., [Nagamatsu et 
al. 2009]) can exhibit large, subject dependent, gaze estimation 
errors. For the experiments described in Section 4 (see Table II), 
calculations of the PoG by the intersection of the optical axis of 
one eye with the computer monitor results in RMS errors rang-
ing from 1° to 4.5° (average 2.5°). By using the midpoint, the 
RMS errors for the four subjects are reduced to a range between 
1.5° to 3.2° (average 2.0°). With the UCF-REGT system, the 
RMS error is in the range of 0.8° to 1.7° (1.3° on average for all 
four subjects). The UCF-REGT system reduces the variability of 
PoG estimation errors between subjects and improves signifi-
cantly the accuracy of “calibration-free” REGT systems.  
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